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## Introduction

This package implements the statistical procedure described in [2] (with some small modifications). Notably, batch effect removal and the application of the bootstrap to linear models of Efron and Tibshirani [1] need additional code.

For any given type of data, it is usually necessary to make a number of choices and/or transformations before the bump hunting methodology is ready to be applied. Typically, these modifications resides in other packages. Examples are charm (for CHARM-like methylation microarrays), bsseq (for whole-genome bisulfite sequencing data) and minfi (for Illumina 450k methylation arrays). In some cases (specifically bsseq) only parts of the methodology as implemented in the bumphunter package is applied, although the conceptual approach is still build on bump hunting.

In other words, this package is mostly intended for developers wishing to adapt the general methodology to their specific applications.

The core of the package is encapsulated in the bumphunter method which uses the underlying bumphunterEngine to do the heavy lifting. However, bumphunterEngine consists of a number of useful functions that does much of the specific tasks involved in bump hunting. This document attempts to describe the overall workflow as well as the specific functions. The relevant functions are clusterMaker, getSegments, findRegions.

```
> library(bumphunter)
```

Note that this package is written with genomic data as an illustrative example but most of it is easily generalizable to other data types.

## Other functions

Most of the bumphunter package is code for bump hunting. But we also include a number of convenience functions we have found useful, which are not necessarily part of the bump hunting exercise. At the time of writing, this include annotateNearest.

## The Statistical Model

The bump hunter methodology is meant to work on data with several biological replicates, similar to the lmFit function in limma. While the package is written using genomic data as an illustrative example, most of it is generalizable to other data types (with some onedimensional location information).

We assume we have data $Y_{i j}$ where $i$ represents (biological) replicate and $l_{j}$ represents genomic location. The use of $j$ and $l_{j}$ is a convenience notation, allowing us to discuss the "next" observation $j+1$ which may be some distance $l j+1-l_{j}$ away. Note that we assume in this notation that all replicates have been observed at the same set of genomic locations.

The basic statistical model is the following:

$$
Y_{i j}=\beta_{0}\left(l_{j}\right)+\beta_{1}\left(l_{j}\right) X_{j}+\varepsilon_{i j}
$$

with $i$ representing subject, $l_{j}$ representing the $j$ th location, $X_{j}$ is the covariate of interest (for example $X_{j}=1$ for cases and $X_{j}=0$ otherwise), $\varepsilon_{i j}$ is measurement error, $\beta_{0}(l)$ is a baseline function, and $\beta_{1}(l)$ is the parameter of interest, which is a function of location. We assume that $\beta_{1}(l)$ will be equal to zero over most of the genome, and we want to identify stretched where $\beta_{1}(l) \neq 0$, which we call bumps.

We want to share information between nearby locations, typically through some form of smoothing.

## Creating clusters

For many genomic applications the locations are clustered. Each cluster is a distinct unit where the model fitting will be done separately, and each cluster does not depend on the data, only on the locations $l_{j}$. Typically there is some maximal distance, and we do not want to smooth between observations separated by more than this distance. The choice of distance is very application dependent.
"Clusters" are simply groups of locations such that two consecutive locations in the cluster are separated by less than some distance maxGap. For genomic applications, the biggest possible clusters are chromosomes.

The function clusterMaker defines such grouping locations.
Example: We first generate an example of typical genomic locations

```
> pos <- list(pos1=seq(1,1000,35),
+ pos2=seq(2001,3000,35),
+ pos3=seq(1,1000,50))
> chr <- rep(paste0("chr",c(1,1,2)), times = sapply(pos,length))
> pos <- unlist(pos, use.names=FALSE)
```

Now we run the function to obtain the three clusters from the positions. We use the default gap of 300 base pairs (bps), i.e. any two points more than 300 bps away are put in a new cluster. Also, locations from different chromosomes are separated.

```
> cl <- clusterMaker(chr, pos, maxGap = 300)
> table(cl)
cl
    1 2 3
292920
```

The output is an indexing variable telling us which cluster each location belongs to. Locations on different chromosomes are always on different clusters.

Note that data from the first chromosome has been split into two clusters:

```
> ind <- which(chr=="chr1")
> plot(pos[ind], rep(1,length(ind)), col=cl[ind],
+ xlab="locations", ylab="")
```



## Breaking into segments

The function getSegments is used to find segments that are positive, near zero, and negative. Specifically we have a vector of numbers $\theta_{j}$ with each number associated with a genomic location $l_{j}$ (thinks either test statistics or estimates of $\beta_{i}(l)$ ). A segment is a list of consecutive locations such that all $\theta_{l}$ in the segment are either "positive", "near zero" or "negative". In order to define "positive" etc we need a cutoff which is one number $L$ (in which case "near zero" is $[-L, L]$ ) or two numbers $L, U$ (in which case "near zero" is $[L ; U]$ ).

Example: we are going to create a simulated $\beta_{1}(l)$ with a couple of real bumps.

```
> Indexes <- split(seq_along(cl), cl)
> beta1 <- rep(0, length(pos))
> for(i in seq(along=Indexes)){
+ ind <- Indexes[[i]]
+ x <- pos[ind]
+ z <- scale(x, median(x), max(x)/12)
+ beta1[ind] <- i*(-1)^(i+1)*pmax(1-abs(z)^3,0)^3 ##multiply by i to vary size
+ }
```

We now find bumps of this functions by

```
> segs <- getSegments(beta1, cl, cutoff=0.05)
```

Now we can make, for example, a plot of all the positive bumps

```
> par(mfrow=c(1,2))
> for(ind in segs$upIndex){
+ index <- which(cl==cl[ind[1]])
+ plot(pos[index], beta1[index],
+ xlab=paste("position on", chr[ind[1]]),
    ylab="beta1")
+ points(pos[ind], beta1[ind], pch=16, col=2)
+ abline(h = 0.05, col = "blue")
+ }
```



This function is used by regionFinder which is described next.

## regionFinder

This function packages up the results of getSegments into a table of regions with the location and characteristics of bumps.

```
> tab <- regionFinder(beta1, chr, pos, cl, cutoff=0.05)
> tab
```



In the plot in the preceding section we show two of these regions in red.
Note that regionFinder and getSegments do not really contain any statistical model. All it does is finding regions based on segmenting a vector $\theta_{j}$ associated with genomic locations $l_{j}$.

## Bumphunting

Bumphunter is a more complicated function. In addition to regionFinder and clusterMaker it also implements a statistical model as well as permutation testing to assess uncertainty.

We start by creating a simulated data set of 10 cases and 10 controls (recall that beta1 was defined above).

```
> betaO <- 3*sin(2*pi*pos/720)
> X <- cbind(rep(1,20), rep(c(0,1), each=10))
> error <- matrix(rnorm(20*length(beta1), 0, 1), ncol=20)
> y <- t(X[,1])%x%beta0 + t(X[,2])%x%beta1 + error
```

Now we can run bumphunter

```
> tab <- bumphunter(y, X, chr, pos, cl, cutoff=.5)
> tab
$table
    chr start end value area cluster indexStart indexEnd
14 chr1 2316 2596 -1.3845112 12.4606010 2 0 39 47
```



$$
\begin{array}{lr} 
& {[, 1]} \\
{[1,]} & -0.220933486 \\
{[2,]} & 1.093877696 \\
{[3,]} & 0.102064364 \\
{[4,]} & 0.217500050 \\
{[5,]} & 0.124357113 \\
{[6,]} & 0.109679706 \\
{[7,]} & 0.057299208 \\
{[8,]} & 0.042104169 \\
{[9,]} & 0.518511097 \\
{[10,]} & 0.112621282 \\
{[11,]} & 0.133313136 \\
{[12,]} & 0.870019786 \\
{[13,]} & -0.660118509 \\
{[14,]} & 0.601183092 \\
{[15,]} & 1.845151089 \\
{[16,]} & -0.015084013 \\
{[17,]} & 0.898097223 \\
{[18,]} & -0.058599309 \\
{[19,]} & -0.418445458 \\
{[20,]} & -0.013896664 \\
{[21,]} & -0.438830980 \\
{[22,]} & 0.154004458 \\
{[23,]} & 0.622174549 \\
{[24,]} & 0.450408792 \\
{[25,]} & 0.005407508 \\
{[26,]} & 0.123093494 \\
{[27,]} & 0.072009829 \\
{[28,]} & 0.541108195 \\
{[29,]} & 0.785956214 \\
{[30,]} & -0.976060525 \\
{[31,]} & 0.108741805 \\
{[32,]} & -0.015075217 \\
{[33,]} & 0.660867503 \\
{[34,]} & 0.163930416 \\
{[35,]} & 0.326065335 \\
{[36,]} & 0.297317298 \\
{[37,]} & -0.288534239 \\
{[38,]} & -0.130581919 \\
{[39,]} & -0.812367930 \\
{[40,]} & -1.304480688 \\
{[41,]} & -0.925432823
\end{array}
$$

```
[42,] -1.874284664
[43,] -2.186689178
[44,] -1.358912484
[45,] -1.285406616
[46,] -0.877166225
[47,] -1.835860439
[48,] -0.268798390
[49,] -1.175340415
[50,] -0.543662598
[51,] 0.419739301
[52,] 0.293125586
[53,] -0.216871737
[54,] -0.615712257
[55,] -0.549349609
[56,] -0.053042481
[57,] 0.572232523
[58,] -0.022668741
[59,] 0.061529764
[60,] 0.120775233
[61,] -0.555677455
[62,] -0.125589934
[63,] 0.110644743
[64,] 0.241220692
[65,] 0.508396841
[66,] 0.312615283
[67,] -0.662448287
[68,] 2.516730316
[69,] 3.131593146
[70,] 0.148191724
[71,] -0.505680102
[72,] -0.199242497
[73,] -0.084970305
[74,] 0.040450589
[75,] 0.427196867
[76,] -0.663785820
[77,] -0.650806908
[78,] -0.169905867
$fitted
            [,1]
[1,] -0.220933486
[2,] 1.093877696
```

```
    [3,] 0.102064364
    [4,] 0.217500050
    [5,] 0.124357113
    [6,] 0.109679706
    [7,] 0.057299208
    [8,] 0.042104169
    [9,] 0.518511097
    [10,] 0.112621282
    [11,] 0.133313136
    [12,] 0.870019786
    [13,] -0.660118509
    [14,] 0.601183092
    [15,] 1.845151089
    [16,] -0.015084013
    [17,] 0.898097223
    [18,] -0.058599309
    [19,] -0.418445458
    [20,] -0.013896664
    [21,] -0.438830980
    [22,] 0.154004458
    [23,] 0.622174549
    [24,] 0.450408792
    [25,] 0.005407508
    [26,] 0.123093494
    [27,] 0.072009829
    [28,] 0.541108195
    [29,] 0.785956214
[30,] -0.976060525
[31,] 0.108741805
[32,] -0.015075217
[33,] 0.660867503
[34,] 0.163930416
[35,] 0.326065335
[36,] 0.297317298
[37,] -0.288534239
[38,] -0.130581919
[39,] -0.812367930
[40,] -1.304480688
[41,] -0.925432823
[42,] -1.874284664
[43,] -2.186689178
[44,] -1.358912484
```

$$
\begin{array}{lr}
{[45,]} & -1.285406616 \\
{[46,]} & -0.877166225 \\
{[47,]} & -1.835860439 \\
{[48,]} & -0.268798390 \\
{[49,]} & -1.175340415 \\
{[50,]} & -0.543662598 \\
{[51,]} & 0.419739301 \\
{[52,]} & 0.293125586 \\
{[53,]} & -0.216871737 \\
{[54,]} & -0.615712257 \\
{[55,]} & -0.549349609 \\
{[56,]} & -0.053042481 \\
{[57,]} & 0.572232523 \\
{[58,]} & -0.022668741 \\
{[59,]} & 0.061529764 \\
{[60,]} & 0.120775233 \\
{[61,]} & -0.555677455 \\
{[62,]} & -0.125589934 \\
{[63,]} & 0.110644743 \\
{[64,]} & 0.241220692 \\
{[65,]} & 0.508396841 \\
{[66,]} & 0.312615283 \\
{[67,]} & -0.662448287 \\
{[68,]} & 2.516730316 \\
{[69,]} & 3.131593146 \\
{[70,]} & 0.148191724 \\
{[71,]} & -0.505680102 \\
{[72,]} & -0.199242497 \\
{[73,]} & -0.084970305 \\
{[74,]} & 0.040450589 \\
{[75,]} & 0.427196867 \\
{[76,]} & -0.663785820 \\
{[77,]} & -0.650806908 \\
{[78,]} & -0.169905867
\end{array}
$$

## \$pvaluesMarginal

[1] NA

```
> names(tab)
```

[1] "table" "coef" "fitted"
[4] "pvaluesMarginal"

| chr | start | end | value | area | cluster | indexStart | indexEnd |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 14 chr1 | 2316 | 2596 | -1.3845112 | 12.4606010 | 2 | 39 | 47 |
| 11 chr 2 | 451 | 501 | 2.8241617 | 5.6483235 | 3 | 68 | 69 |
| 4 chr1 | 456 | 491 | 1.2231671 | 2.4463342 | 1 | 14 | 15 |
| 15 chr1 | 2666 | 2701 | -0.8595015 | 1.7190030 | 2 | 49 | 50 |
| 7 chr1 | 946 | 981 | 0.6635322 | 1.3270644 | 1 | 28 | 29 |
| 20 chr2 | 851 | 901 | -0.6572964 | 1.3145927 | 3 | 76 | 77 |
| 16 chr1 | 2841 | 2876 | -0.5825309 | 1.1650619 | 2 | 54 | 55 |
| 1 chr 1 | 36 | 36 | 1.0938777 | 1.0938777 | 1 | 2 | 2 |
| 13 chr1 | 2001 | 2001 | -0.9760605 | 0.9760605 | 2 | 30 | 30 |
| 5 chr1 | 561 | 561 | 0.8980972 | 0.8980972 | 1 | 17 | 17 |
| 3 chr 1 | 386 | 386 | 0.8700198 | 0.8700198 | 1 | 12 | 12 |
| 18 chr 2 | 401 | 401 | -0.6624483 | 0.6624483 | 3 | 67 | 67 |
| 8 chr 1 | 2106 | 2106 | 0.6608675 | 0.6608675 | 2 | 33 | 33 |
| 12 chr 1 | 421 | 421 | -0.6601185 | 0.6601185 | 1 | 13 | 13 |
| 6 chr1 | 771 | 771 | 0.6221745 | 0.6221745 | 1 | 23 | 23 |
| 9 chr 1 | 2946 | 2946 | 0.5722325 | 0.5722325 | 2 | 57 | 57 |
| 17 chr 2 | 101 | 101 | -0.5556775 | 0.5556775 | 3 | 61 | 61 |
| 2 chr1 | 281 | 281 | 0.5185111 | 0.5185111 | 1 | 9 | 9 |
| 10 chr 2 | 301 | 301 | 0.5083968 | 0.5083968 | 3 | 65 | 65 |
| 19 chr 2 | 601 | 601 | -0.5056801 | 0.5056801 | 3 | 71 | 71 |
| L clusterL |  |  |  |  |  |  |  |
| 149 | 29 |  |  |  |  |  |  |
| 112 | 20 |  |  |  |  |  |  |
| 42 | 29 |  |  |  |  |  |  |
| 152 | 29 |  |  |  |  |  |  |
| 72 | 29 |  |  |  |  |  |  |
| 202 | 20 |  |  |  |  |  |  |
| 162 | 29 |  |  |  |  |  |  |
| 11 | 29 |  |  |  |  |  |  |
| 131 | 29 |  |  |  |  |  |  |
| 51 | 29 |  |  |  |  |  |  |
| 31 | 29 |  |  |  |  |  |  |
| 181 | 20 |  |  |  |  |  |  |
| 81 | 29 |  |  |  |  |  |  |
| 121 | 29 |  |  |  |  |  |  |
| 61 | 29 |  |  |  |  |  |  |
| 91 | 29 |  |  |  |  |  |  |
| 171 | 20 |  |  |  |  |  |  |
| 21 | 29 |  |  |  |  |  |  |

Briefly, the bumphunter function fits a linear model for each location (like lmFit from the limma package), focusing on one specific column (coefficient) of the design matrix. This coefficient of interest is optionally smoothed. Subsequently, a permutation can be used to test is formed for this specific coefficient.

The simplest way to use permutations to create a null distribution is to set $B$. If the number of samples is large this can be set to a large number, such as 1000. Note that this will be slow and we have therefore provided parallelization capabilities. In cases were the user wants to define the permutations, for example cases in which all possible permutations can be enumerated, these can be supplied via the permutation argument.

Note that the function permits the matrix $X$ to have more than two columns. This can be useful for those wanting to fit models that try to adjust for confounders, such as age and sex. However, when $X$ has columns other than those representing an intercept term and the covariate of interest, the permutation test approach is not recommended. The function will run but give a warning. A method based on the bootstrap for linear models of Efron and Tibshirani [1] may be more appropriate but this is not currently implemented.

## Faster bumphunting with multiple cores

bumphunter can be speeded up by using multiple cores. We use the foreach package which allows different parallel "back-ends" that will distribute the computation across multiple cores in a single machine, or across multiple machines in a cluster. The most straightforward usage, illustrated below, involves multiple cores on a single machine. See the foreach documentation for more complex use cases, as well as the packages doParallel and doSNOW (among others). Finally, we use doRNG to ensure reproducibility of setting the seed within the parallel computations.

In order to use the foreach package we need to register a backend, in this case a multicore machine with 2 cores.

```
> library(doParallel)
> registerDoParallel(cores = 2)
```

bumphunter will now automatically use this backend

```
> tab <- bumphunter(y, X, chr, pos, cl, cutoff=.5, B=250, verbose = TRUE)
> tab
```

a 'bumps' object with 20 bumps
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## Cleanup

This is a cleanup step for the vignette on Windows; typically not needed for users.

```
> bumphunter:::foreachCleanup()
```
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